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* The Google File System
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Google THERAEE

Usage Statistics Over Time

Aug, ‘04 Mar, ‘05 Mar, ‘06

Number of jobs 29,423 72,229 171,834
Average completion time (secs) 634 934 874
Machine years used 217 981 2,002
Input data read (TB) 3,288 12,571 52,254
Intermediate data (TB) 758 2,756 6,743
Qutput data written (TB) 193 941 2,970
Average worker machines 157 232 268
Average worker deaths per job 1.2 1.9 50
Average map tasks per job 3,351 3,097 3,836
Average reduce tasks per job 55 144 147
Unigue map/reduce combinations 426 411 2345
Google

MapReduce

Model
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Data — Map

Reduce —_— Data
Data — Map

Reduce —_— Data

Data — Map

MapReduceMEITI70O—
AN HIAFH

— <key, value>*
* Map
— map: <key, value> = <key’, value’>*
Shuffle
— shuffle: <key’, reducers> = destination reducer
Reduce
— reduce: <key’, <value’> * > = <key”’, value’’>*
HAZEHL

— <key”, value’’>*
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foo foo foo
bar bar buz

—_ Map

Reduce
_ Map

Reduce

—_ Map

bar: 2
buz: 1

Data

\

foo: 3

Bl J—FhHk

« BLlIO—k

map(string key, string value) {

}

foreach word in value:
emit(word, 1);

reduce(string key, vector<int> values) {

}

int result = 0;

for (inti=0; | < values.size(); i++)
result += values|i];

emit(key, result);
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MapReduceZ! (D AL E

Grep

Sort (Y75 PartitionB M ZE EBIRT HNE)
Log Analysis

Web Graph Generation

Inverted Index Construction

Machine Learning

— NaiveBayes, K-means, Expectation Maximization,
SVM, etc.

P
ﬁ

Hadoop®
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* Hadoop Distributed File System
- GFSOyaO—y
— MapReduce 7T S LD AHPHAIZFER

* MapReduce

— MapReduceZ R T 5O D Y —/N\— 5475
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Hadoop Distributed File System

Master/Slave 7—F% T F+
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NameNode
— Master
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DataNode
— Slave

- RBROT 2T AvIEERE)

2009/1/9

17



HDFS Architecture

Metadata (Name, replicas, ...):
/homeffoo/data, 3, ...

Namenode

Metadata ops v

Datanodes

Read Datanodes

* | |
E E = = Replication ‘D — —
jn

I [ Blocks
o \ -
Rack 1 White Rack 2

From: http://hadoop.apache.org/core/docs/current/hdfs_design.html

Hadoop MapReduce

e Master/Slave 7—FT9F ¥

» JobTracker
— Master
— JobZTaskIZREIL ., TaskZx & TaskTracker| 25 B2
* Job: MapReduce 7O S LD EITHEAL
¢ Task: MapTask, ReduceTask

— 2TDTaskDETIKRZEERL. FATEYENT-YLT=TasklZ
Bl DTaskTracker CEITEES
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MapReduce Architecture

lI)fork_."

TaskTracker
\ S
Ih'r-m;
worker
split O \
split 1

split 2 (3) read @ (4) local write
split 3

split 4

(1) fork ¢1) fork

JobTracker

i L‘ _—
‘ Wit | output
worker .
__ (5) remote read file 0

output
— file 1

HadopStreamng
RubylZ&kbT—Fh Uk

S ./bin/hadoop

reduce.rb

jar contrib/hadoop-0.15.3-streaming.jar

-input wcinput

-output wcoutput

-mapper /home/hadoop/kzk/map.rb
-reducer /home/hadoop/kzk/reduce.rb
-inputformat TextInputFormat
-outputformat TextOutputFormat

map.rb

#!/usr/bin/env ruby
while ISTDIN.eof?

line = STDIN.readline.strip

ws = line.split

ws.each { |w| puts "#H{w}¥t1“}
end

#!/usr/bin/env ruby
h={}
while ISTDIN.eof?
line = STDIN.readline.strip
word = line.split("¥t")[0]
unless h.has_key? word
h[word] =1
else
h[word] +=1
end
end
h.each { |w, c| puts "#{w}¥t#{c}" }
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Scribe + Hive

Web Servers

Oracle RAC

Facebook Architecture

— —_
Scribe Servers
) T!‘ [..ﬁn]_v
run
Q Network

Storage
e %

i — .m]_
Hive on Hadoop Cluster w .
MySQL
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* FacebookM 7 EIOT YREY Tk

— http://sourceforge.net/projects/scribeserver/
—10/27120ss1E
o BEY—N—[FOJTZHEICHh#T LHEE
— BREITF7AIA—RATIMRAD—%HRTE
— FREMNELETVSBEIETARVIZEEAH
o =1L, BEIDsynclELiELY
e 2 IEHNBITE, KX K&Kt
o ThriftZ {3 A
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Facebook Hive

e Hadoop EIZHEEINI-T—2UNIFEAE

— http://wiki.apache.org/hadoop/Hive
— struct, list, mapFE D EILSINf-T—42%sQLT
A D755 & (HiveQl) CALEE AT BE
— HDFS, Hadoop MapReduceZ KULMZER
e Hadoop@contriblZaA3Iyk&FH
— FBTI&320%. 2560 core. 1.3PBT:EM
- LR—T427  mFEIER
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HiveQL Example: Join Operation

; pv_users
page_view user ——
pageid | userid time Seorid | Aee pr—— d
1 1M 9:08:01

2 111 9:08:13 X 111 25 female | = 1 25

1 222 9:08:14 222 32 male ) 25

1 32

e SQL:

INSERT INTO TABLE pv_users
SELECT pv.pageid, u.age
FROM page_view pv JOIN user u ON (pv.userid = u.userid);

HiveQL Join by MapReduce

page_view
pageid | userid | time key | value key | value pv_uses
1 T o080 " | <1, " <an pageid| age
- ) " | a2 1 25
2 1 9:08:13 m 4.2 T 5 |:>
, 2 25
1 222 9:08:14 map 222 1.1
Shuffle
user
userid | age gender key | value
key value
111 | <2,25> -
111 25 | female 222 | <, pageid | age
@ | 32 | me | map 2] @%@ 222 | <232 1 32

INSERT INTO TABLE pv_users
SELECT pv.pageid, u.age
FROM page_view pv JOIN user u ON (pv.userid = u.userid);
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HiveQL: fth D 1R {F

¢ GROUPBY, DISTINCT JOIN
— MapReduce CE I A HE

s EFEDOMRARY) 4GB IZ{EAAEE

e FROM (
— FROM pv_users
— SELECT TRANSFORM(pv_users.userid, pv_users.date)
— USING 'map_script' AS (dt, uid)
— CLUSTER BY dt) map

Enjoy Playing Around
Hadoop ©

Thank you!
kzk < kzk@preferred.jp>
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